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Abstract

This research aims to develop a web-based automatic sentiment analysis application using the Support Vector Machine
(SVM) model. Through this application, users can easily analyze the sentiment of the text they input through a user-friendly
interface. In the initial stage of the research, we conducted a review of various existing techniques for automatic sentiment
analysis. From the review, we selected the SVM model as the main model in our application due to its effectiveness in
sentiment classification. We used the Streamlit web framework to build a responsive and user-friendly user interface.

The methods we applied include data preprocessing and processing, feature extraction using TfidfVectorizer, and training the
SVM model. We involved a labeled dataset to train the model and performed performance evaluation using separate test
data. Our evaluation results showed that the implementation of the SVM model in our application provided excellent results
in sentiment analysis with an accuracy rate of 94% using 830 data points. Our application interface is designed to be simple
yet informative, allowing users to input text and quickly view sentiment analysis results.

In conclusion, we propose that the use of the SVM model in web-based automatic sentiment analysis applications can make a
significant contribution to natural language processing. The application we have developed has the potential to be used in
various fields such as social media monitoring, product review analysis, and understanding user opinions in general.
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1. Introduction

Automatic sentiment analysis, also known as opinion
mining, has become an important research field in natural
language processing (NLP). It involves developing
computational models and algorithms to determine the
sentiment expressed in textual data, such as social media
posts, customer reviews, and online comments. The
ability to automatically analyze sentiment has
wide-ranging applications, including market research,
brand reputation management, customer feedback
analysis, and social media monitoring.

With the rapid growth of digital content and increasing
reliance on online platforms for communication and
information sharing, the need for efficient and accurate
sentiment analysis tools has become more pressing.
Traditional manual approaches to sentiment analysis are
time-consuming, resource-intensive, and often subjective,
making them impractical for large-scale analysis.
Automatic sentiment analysis systems offer a solution by
leveraging machine learning and NLP techniques to
classify and quantify sentiment in a scalable and
objective manner.

In this research, our goal is to develop a web-based

automatic sentiment analysis application using the
Support Vector Machine (SVM) model. SVM is a
supervised learning algorithm known for its effectiveness
in classification tasks, including sentiment analysis. By
using SVM as the underlying model, we aim to create an
application that can classify text with high accuracy and
provide valuable insights to users regarding the sentiment
polarity (positive, negative, or neutral) of the input text.

To achieve this goal, we will review various techniques
and approaches that have been employed in automatic
sentiment analysis. This literature review will provide a
comprehensive understanding of state-of-the-art methods,
their strengths, and limitations. Building upon this
existing knowledge, we will implement the SVM model
within a web-based framework to develop an intuitive
and user-friendly sentiment analysis application.

The proposed application will allow users to input text
through an interactive web interface and receive instant
sentiment analysis results. This will empower individuals
and organizations to gain deeper insights into public
opinion, customer feedback, and social media
conversations. The versatility of this application makes it
suitable for various domains, including marketing,
customer relationship management, and brand reputation
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monitoring.

In summary, this research aims to contribute to the field
of automatic sentiment analysis by developing a
web-based application that utilizes the SVM model for
accurate sentiment classification. The following sections
will explain the methodology, implementation details,
evaluation results, and discussion, followed by
conclusions and potential directions for future research
and application development.

2. RESEARCHMETHODS

2.1 Methods

Figure 1. Research Method

Understanding the Problem

In the initial stage of the research, we gained a deep
understanding of the problem we aimed to address, which
is the need for an efficient and accurate automatic
sentiment analysis application. We observed that in the
context of the evolving digital information, the sheer
volume of textual data generated by users poses a
challenge for manual sentiment analysis. Additionally,
the accuracy and effectiveness of sentiment analysis are
crucial factors in obtaining valuable insights from the
data. Therefore, we identified that developing a
web-based application using the SVM model could be a
suitable solution to address this problem.

Literature Review

We conducted a literature review on various techniques
and approaches that have been used in automatic
sentiment analysis. We studied recent research papers and
relevant sources to understand the methods that have
been previously employed. In this review, we found that
the SVM model performs well in sentiment classification.
This literature review provides a strong knowledge
foundation for designing our research methodology.

In a previous study titled "Implementation of Naive
Bayes Algorithm for Sentiment Analysis of Shopee
Reviews on Google Play Store," it was found that using a
Hold-Out data split with an 80:20 ratio resulted in an
algorithm accuracy of 83%.

In the second study we reviewed, titled "Sentiment
Analysis of Hotel Reviews Using Support Vector
Machine Algorithm Based on Particle Swarm
Optimization," the accuracy value obtained served as a
benchmark for finding the best testing model for
sentiment classification. The research showed an
accuracy rate of 91.33% for the Support Vector Machine
algorithm.

We also reviewed a third study titled "Sentiment Analysis
of Toner Product Reviews on Beauty Brand 'The Body
Shop' Using Naïve Bayes Classifier and Support Vector

Machine: A Case Study on Female Daily." The findings
revealed an accuracy rate of 86%, which is higher than
the accuracy rate using the Naïve Bayes method, which
was 83%.

Furthermore, in the following study titled "Comparison of
Naïve Bayes, Support Vector Machine, and Recurrent
Neural Network Methods in Sentiment Analysis of
E-Commerce Product Reviews," it was found that the
Naïve Bayes algorithm achieved an accuracy of 86% and
SVM achieved an accuracy of 88%.

These findings indicate that both SVM and Naïve Bayes
can yield good results in sentiment classification.
However, based on our literature review, SVM generally
demonstrates slightly higher performance compared to
Naïve Bayes. Therefore, we have chosen to use the SVM
model in our research as the basis for developing our
web-based automatic sentiment analysis application.

Data Collection, Processing and Processing

Next, we conducted data collection, processing, and
preprocessing to train the SVM model. We used a labeled
dataset consisting of text and associated sentiments,
which was obtained by crawling a specific e-commerce
platform. The collected data then needed to be processed
to clean the text from special characters and punctuation,
and transformed into a suitable format for further
processing.

Feature Extraction

Next, we performed feature extraction using
TfidfVectorizer. These features will represent the text in
the form of vectors, which will be used as input for the
SVM model. TfidfVectorizer is used to calculate the word
weights in the text based on the term frequency and
inverse document frequency of the words in the
document and the entire document collection.

SVMModel Training

After the features have been extracted, we trained the
SVM model using the processed training data. The SVM
model will learn from patterns in the training data to
classify the sentiment in the text. We used machine
learning techniques to train the model and optimize the
SVM model parameters to achieve good performance in
sentiment classification.

Performance evaluation

After training the SVM model, we performed
performance evaluation using a separate test dataset. This
test dataset was not used during the training process and
was used to assess how accurately the SVM model can
classify sentiments. We used evaluation metrics such as
accuracy, precision, recall, and F1-score to measure the
model's performance. These metrics provide insights into
the model's overall accuracy, its ability to correctly
classify positive and negative sentiments, and the balance
between precision and recall in sentiment classification.



Figure 2. Overview of research methods

Tables and Figures

Figure 3. Table data

In the above table, we used data obtained from one of the
online marketplace or e-commerce applications. The data
was collected using web scraping techniques, which
involves extracting information from the targeted
website. We utilized web scraping as part of our
methodology to obtain initial training data for this
research. The dataset consists of 830 instances, with 445
negative sentences and 385 positive sentences.

As for the web application system that we have
developed, it can be utilized in the following manner:

Figure 4. Website appearance

If successful, the display as shown in Figure 3 above will
appear.

Next, upload the data you want to use by clicking on the
"Browse" button located on the left-hand side of the
interface to upload the data.

Figure 5. Upload Data

In Figure 4 above, the system prompts you to upload the
data that will be analyzed.

Figure 6. Display of uploaded data

In Figure 5 above, the uploaded data has been successfully
processed and displayed by the system in the form of a table,
showing the contents of the data.

Figure 7. Display of Options for Text Columns, Labels,
and Visualization options

In the example shown in Figure 6 above, the system provides
options to select the text column and label column to be
displayed, as well as the option to choose the visualization
format.

Figure 8. Pie Chart Visualization



Figure 9. Bar Chart Visualization

In Figures 7-8 above, the system will display the
sentiment analysis results using the selected visualization
format, as shown in the example in Figure 6.

To measure the accuracy level, we can utilize the "Input
Text" column.

Figure 10. Measuring the level of accuracy

Figure 10.1 Measuring the Level of Accuracy

In Figure 9 above, the system automatically provides the
accuracy result for the input text. We can see that the
accuracy is given as 94.01% in percentage format.
Additionally, the precision, recall, and F1 score are also
displayed. A value of 0.93 for these evaluation metrics
indicates the model's performance in prediction. For
example, if the precision, recall, and F1 score have a value
of 0.93, it means the model has a precision, recall, and F1
score of 93%. Similarly, if the recall has a value of 0.85, it
means the model has an accuracy rate of 85%.

3. RESULTS AND DISCUSSION

Results

In this study, we developed a web-based application for
automatic sentiment analysis using the Support Vector
Machine (SVM) model and TF-IDF feature extraction
technique. After conducting experiments and evaluations,
we obtained the following results:

Model Development: We successfully developed a
web-based application that utilizes the SVM model for
sentiment analysis. The SVM model is a powerful
machine learning algorithm known for its effectiveness in
text classification tasks.

Feature Extraction: We employed the TF-IDF (Term
Frequency-Inverse Document Frequency) technique to
extract features from the text data. TF-IDF assigns
weights to the words based on their frequency in a
document and their importance in the entire corpus.

Training and Evaluation: We trained the SVM model
using a labeled dataset, and then evaluated its
performance using various metrics such as accuracy,
precision, recall, and F1 score. These metrics help assess
the model's ability to correctly classify sentiments.

Performance Results: Our application achieved promising
results in sentiment analysis. The SVM model
demonstrated high accuracy in classifying sentiment, with
precision, recall, and F1 score metrics reflecting its
overall performance.

Model Training and Evaluation:

The SVM model was trained using a dataset uploaded by
the user. The model was able to classify sentiment from
text with an accuracy of 94.01%. This indicates that the
SVM model can successfully recognize sentiment with a
high level of success.

In addition to accuracy, we also evaluated the model
using metrics such as precision, recall, and F1 score.
Precision measures the model's ability to correctly
identify texts with positive or negative sentiment. Recall
indicates the model's ability to accurately find texts with
positive or negative sentiment within the dataset. F1 score
is a measure that combines precision and recall. Our
SVM model achieved a precision of 94.01%/0.94, recall
of 93%/0.93, and an F1 score of 93%/0.93.

These evaluation results demonstrate that the SVM model
performs well in automated sentiment analysis.

Sentiment Analysis on Test Data:

We also conducted sentiment analysis on a separate
testing dataset. In this analysis, our SVM model achieved
an accuracy rate of 94% in classifying sentiment.

These results indicate that our SVM model can
effectively be used to make sentiment predictions on new
and unseen text data.

Discussion

The results obtained in this study demonstrate the success
of developing a web-based application for automatic
sentiment analysis using the SVM model. The model
achieved high accuracy, good precision and recall, and a
balanced F1 score in sentiment classification.

The developed application has the potential to assist users
in analyzing sentiment in their texts. By utilizing the
SVM model and TF-IDF feature extraction technique, the
application can provide reliable and useful results for
users to understand the sentiment contained in their
uploaded texts.

However, it is important to note that this research also has
some limitations. For instance, the performance of the
SVM model can be influenced by the quality of the
dataset used for training. Additionally, the application can
be enhanced by adding additional features such as entity



opinion analysis, recognizing duplicate sentences, or
more sophisticated natural language processing.

This discussion emphasizes the importance of developing
web-based applications for automatic sentiment analysis
and provides an overall overview of the results obtained
in the research.

CONCLUSION

This study successfully developed a web-based
application for automatic sentiment analysis using the
Support Vector Machine (SVM) model and TF-IDF
feature extraction technique. The application is capable of
classifying sentiment in texts with a high accuracy rate of
94%. The SVM model utilized in this research
demonstrated good performance in automated sentiment
analysis, achieving high accuracy, precision, recall, and
F1-Score in sentiment classification.

The developed application in this study has the potential
to assist users in analyzing sentiment in their uploaded
texts. By utilizing the SVM model and TF-IDF feature
extraction technique, this application can provide reliable
and valuable results in understanding the sentiment
contained in the texts.

The study also identified some limitations, such as the
quality of the dataset used and the possibility of
incorporating additional features. Future development
could focus on improving the model's performance with
better datasets and adding additional features to enhance
sentiment analysis further.
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